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How does generative AI work?



Why is this so unsettling?

“So far in human history there have been no 
counterfeit humans that can’t do all of the things 
that humans can do, but everything they do looks

human to us” – Hank Green



Generative Artificial Intelligence
How does it work?

• Chat GPT is a large 
language model

• LLMs are not 
conscious

• LLMs cannot 
understand things

• But they can learn 
patterns

Learned dataset
(8 million documents, 10 billion words)

User prompt LLM Output

Word analysis

Probability 
distribution

Prediction

Its answers are effectively 
random



Generative Artificial Intelligence
New software every single day



What are the issues from a QA 
perspective?



1. Academic Integrity in 
assessment 

How can we be sure 
that a students’ work 
is their own?

Is the essay dead?

Image credit: Dall.e “AI submits an essay”



2. Difficult to detect, difficult to ban

Accurately 
identifies AI text 
26% of the time

Inaccurately 
identifies human 
text as AI 9% of 

the time





3. Degree classifications and 
grade inflation

4. Inconsistent approaches leading 
to discrepancies

Students use AI 
critically and ethically

Students achieve 
higher grades

% of 1sts increase

Value of degrees is 
questioned



What is QAA doing about it?



Guidance

•Supporting the 
initial pivot

•Collating 
resources for 
providers to use



Convening the 
sector



What are our key takeaways so far?



This technology is not wholly new



This level of seismic change is not new



The threat it poses to academic integrity is not new – but perhaps exacerbated

Whatsapp/Discord
/Tiktok/Reddit

Grammarly etc

Tutors

Peer 
exchange

Family 
proofreading/

writing

Essay 
mills

Credit: Tracey Horton, Cardiff Met Uni



Not feasible to detect and ban, 
but not desirable either

Supporting staff to 
support students to 
develop critical AI 
literacy is vital

Institutions should – as 
far as possible – provide 
equal access to these 
tools



So what comes next for external 
quality assurance?

Implications for process and theory



Process: Will it make it 
easier?



• Efficiency

• Advanced analysis

• Personalised 
recommendations

• Objectivity

A tale of two halves

• Lack of 
context/nuance

• Opaque decisions

• Data privacy

• Overreliance



Process: developing our 
understanding of what 
“good” looks like?



1. Assessment design and learning 
outcomes

2. Ethics, accessibility and inclusivity
3. Staff training
4. Student engagement 
5. Evaluation and learning

What will we need to focus on?



Theory: Are we entering 
a post-plagiarism era?





Theory: Do we need to 
re-think what it is 
possible for students to 
achieve?



“Are we concerned that 
robots can write like 

students because we’ve 
taught students to write 

like robots?”



Do we need to re-define 
quality?



qaa.ac.uk
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